










 

 

Figure 5(A) shows the match points for the running example superimposed on the absolute difference image| Is- I’r|. Fig. 
5(B) shows the resultant gray level match-mediated difference mask. 
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Figure 5: Absolute difference of warped real and synthetic images with overlaid match points (A) and match mediated difference 

mask (B) calculated from (A). Match mediated absolute difference (C) and thresholded difference (D). 
 
To calculate the match-mediated difference image using the match-mediated difference mask eq. (5) we divide each 
point in the difference image by the corresponding point in the mask: 
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and the result for the running example is shown in Fig. 5(C) and thresholded in Fig. 5(D). (The thresholds used 
throughout are the same for all images). The resulting difference image shows only the edge of the common region in the 
primary (synthetic) and affine transformed secondary (real) image, allowing us to finally say that both images are of the 
same scene from different viewpoints as given by A and b from eq. (1). 
 

4. EXPERIMENTS 
In this section we show the results of experiments using the match-mediated difference approach to detect whether real 
and synthetic images show the same scene, a scene with a new object, or a scene with a missing object. Fig. 6 shows four 
pairs of real and synthetic images. The first three pairs attempt to match the same real scene with slightly different views 
of the synthetic scene. The first and fourth pair attempt to match the same synthetic scene with slightly different views of 
the real scene.  In each case, the image pair is shown in columns (A) and (B) overlaid with the corner point results; 
column (C) shows the affine transformed real image; column (D) shows the gray-level match-mediated mask; and, 
column (D) shows the thresholded match-mediated absolute difference image. In the final column, the only part of the 
difference image that is valid is the overlap between the synthetic and affine transformed real image and the boundary is 
typically visible. 
 
The first image pair shows the ideal result, the difference image is empty in the overlap region. However, in the 
remaining three rows, the image is blank for most of the overlap region, except for the floor.  The region of the image 
with the most complicated geometric features remains blank because of the math-mediated difference mask. The floor in 
the synthetic scene is visually quite different from the floor in the real scene, the result of imperfect manual texture 
collection from the real scene and mapping in the simulated scene. However, the image scope of the difference is 
sufficiently small (unlike the large areas of difference in Fig 3(B)) that we expect that we will be able to use this to 
iteratively refine the texture in the simulated scene and reduce the observed difference via the loop shown in Fig. 1. 
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 (A)           (B)          (C)      (D)   (E) 
 
Figure 6: Examples of the scene in Fig. 2 but with the simulated camera moved: Cols. A and B are the real and synthetic images with 
corner points; col. C is the affine transformation image; col. D is the match-mediated mask; and, E the match-mediated difference. 
 
All the examples so far are of image pairs that should produce no difference. To be useful, this approach should preserve 
differences that are due to new objects in either real or synthetic image. Our convention is to consider an object in the 
real image but not in synthetic image as an unexpected object, and an object in the synthetic image but not the real image 
as a missing, expected object. In Fig. 8, the top line shows the same experiment presented as the running example in 
Section 3, except a black square has been artificially drawn on the back wall of the real image. The process of  
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Figure 7: Book example images: Cols. A and B are the real and synthetic images with corner points; col. C is the affine transformation 
image; col. D is the match-mediated mask; and, E the match-mediated difference. 
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estimating the affine transform is the same as for the original experiment. However, since there are no matches on the 
black square – as it appears in only one image of the image pair – the match-mediated difference mask contains zero or 
small values in the vicinity of this feature (Fig. 8(D)). Hence the feature is preserved when the difference operation (eq. 
(6)) is evaluated, showing up clearly in Fig. 8(E). 
 

         
 

         
 
 (A)           (B)          (C)      (D)   (E) 
 
Figure 8: Example of a scene with an expected object missing: object is in synthetic image and not in real image: Cols. A and B are 
the real and synthetic images with corner points; col. C is the affine transformation image; col. D is the match-mediated mask; and, E 
the match-mediated difference. 
 
The second row of Fig. 8 shows a box introduced into the synthetic scene. The scene was generated by making a 
graphical model of a box roughly similar in appearance to the box in Fig. 9(A) and placing on the floor close to the wall 
in the 3D Ogre scene model. Because of the proximity of the box to corner features used as match points, the match-
mediated difference mask does partially overlap the region of the image where the box is. Nonetheless, the thresholded 
result extracts the majority of the box as a valid difference region. In this case, we would consider this a missing 
expected object. 
 

         
 (A)           (B)          (C)      (D)   (E) 
Figure 9: Example of a scene with an unexpected object - object is not in synthetic image but is in real image: Cols. A and B are the 
real and synthetic images with corner points; col. C is the affine transformation image; col. D is the match-mediated mask; and, E the 
match-mediated difference. 
 
Figure 9 shows an example of an unexpected object. The corner points on the box contribute minimally to the affine 
transform and to the match-mediated difference mask. The thresholded result does indeed show the box against the floor; 
however, so much of the floor also shows up that it is difficult to identify the box as an expected but missing object. Our 
approach here, as in the last few examples in Fig. 6, is to use the difference region extracted as a mask to extract floor 
texture from the video via the loop shown in Fig. 1. With better floor texture, we expect the box to be separable. 
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5. SUMMARY 
In this paper, we introduced an approach to integrating a 3D simulation system based on OGRE/ODE with the visual 
processing module of a robot control system. The objective is to use the simulation system to model complex 
phenomena in the environment. The simulation is integrated into the robot control architecture in a novel way so that the 
many of the advantages of a behavior based control approach can be maintained; the simulation presents its output as an 
alternate visual input – the ‘expected’ visual scene. We present a novel technique, the match-mediated motion 
difference, for comparing real and synthetic images that takes into account that the two images may be taken from 
different camera viewpoints, may contain some differences in color and texture, and may contain different objects.  
 
The approach works for as long a sufficient number of corner points can be extracted from each image and an affine 
transform can be found to match the images. In the case that an affine transformation cannot be found, the images are 
considered too different to compare. Another constraint is that any real regions of difference are sufficiently distinct 
from the points used to make the affine transform. This constraint may result in the edges of objects being clipped, as for 
example in Fig. 8(E) second row.  
 
All the examples here started with a manual extraction of texture for the simulation. A major avenue of future work will 
investigate the automation of the loop in Fig. 1 for updating the simulation by extracting texture from regions identified 
as difference regions. For example, the floor in Fig. 9(E) would be identified as a difference, the difference region used 
as a mask to extract texture from the real video, and the texture added in to the simulation. This loop should converge by 
incremental identification of differences, extraction of texture, and updated of simulation model to a zero difference 
image. 
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